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ABSTRACT

While highly successful, today’s online social networksS(G)
have made a conscious decision to sacrifice privacy for atviil
ity and centralized control. Unfortunately, tradeoffshist“walled
garden” architecture naturally pit the economic intere$t©SN
providers against the privacy goals of OSN users, a batitaiters
cannot win. While some alternative OSN designs preserve use
control over data, they do so by de-prioritizing issues @inemic
incentives and sustainability. In contrast, we believe aractical
alternative to today’s centralized architecture must mrsncen-
tives for providers as a key goal. In this paper, we proposis-a d
tributed OSN architecture that significantly improves ysévacy
while preserving economic incentives for OSN providers. de
so by using a standardized API to create a competitive peovid
marketplace for different components of the OSN, thus atigw
users to perform their own tradeoffs between cost, perfooma
and privacy. We describBolaris, a system where users leverage
smartphones as a highly available identity provider anéscon-
trol manager, and use application prototypes to show holloitia
data monetization while limiting the visibility of any silegparty

to users’ private data.

1. INTRODUCTION

their data from providers via encryption [2, 14]. With prdeis

holding leverage over users’ data and relationships, shishattle

that users cannot win.

But is this tension necessary? Researchers are studyargaslt

tives to the “walled garden” model in the form of distributgatial

networks, where each user manages her own data eitherylocall
her machine, or on cloud-based storage. These systemsiadl st

for total privacy by leveraging end-to-end encryption oéudata.
These designs effectively improve privacy and maintairilab-
ity by replacing the economic role of OSN providers with delted
monetary and management costs to the user.

While potentially viable from a technical standpoint, beth-

proaches face serious questions of economic viability asths-
ability. First, some designs assume that users can hostavei
profile data on home servers, and try their best to mainteadil-av
ability via replication [4]. The same approach was propoied

numerous peer-to-peer storage systems, and has met wisuic-

cess [3]. For example, most casual Facebook users will nat &ia

highly available home server for their OSN content. A secapd

proach calls for the user to pay for her own virtual machioeest
and managed by a cloud provider [12]. While this simplifies th
availability problem, significant evidence shows that mOSN
users are unwilling to pay for what many consider a free sers].
A “We Will Not Pay To Use Facebook” group on Facebook grew

Online social networks (OSNs) such as Facebook and Linkedin to more than 2 million members before disappearing.

have rapidly evolved from messaging systems for teenatgens;
dispensable tools for communication and collaborationbiasi-
nesses and personal users of all types. Today, account mehihe
in one or more of the major OSNs is no longer optional.

Moving forward, the long-term implications on user privang
profound. Current OSNs found success in a “walled gardettiiar
tecture, where all user data is managed by a single, trusg&d O
provider. This centralized model makes an explicit trafl#udt
guarantees data availability and viable monetary incestior OSN
providers by sacrificing user control over their personéhdilore
importantly, tradeoffs in this architecture naturallythié economic
interests of OSN providers against the privacy concernshei t

usersj.e. providers generate revenue by mining user data for adver-

tisement placement, which is impossible if users intergrhide
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In this paper, we explore the question: is there an architect

that occupies the middle ground between these two extre@es?
that balances the monetary needs of OSN providers with 'users
need for control over their data, all while providing highalavail-
ability? We describdPolaris, an architecture for OSNs that pre-
serves monetary incentives for OSN providers to store anthge
user data, while also mitigating the systemic privacy coms@s-
sociated with monolithic OSNs. To accomplish these goalgri®
leverages two observations:

e Mobile clients are becoming the dominant platform for web
browsing and accessing OSNs. “Smartphones” equipped with
significant storage (8+GB), computation (1Ghz CPU) resesirc
and 3G Internet connectivity will soon dominate the celiphio
market [10]. Since they are always-on, and constantly withi
arm’s reach, these devices represent the ideal interfate&t-
ing and managing a user’s social identity.

e Recent proposals to architect and standardize open sdatal p
forms demonstrate that third-party services can and with-co
pete for sustainable revenue in the OSN market. Using open
standards and APIs such as OpenID [8], OAuth [6] and OSta-
tus [11], users can replace centralized, monolithic OSNigess
with a collection ofcommoditized OSN servicesin the cloud, all
competing to provide standardized OSN services to the user.



Polaris uses a distributed OSN model, where functionadityi4
vided into different application domains,g. status updates and

Roadmap. We begin in Section 2 by describing the Polaris
architecture, its key challenges, and our approaches tessidg

photo sharing. For each domain, a user can choose from compet each of them. Next, in Section 3, we describe basic OSN apagat

ing OSN service provider®.g. Picasa, Flickr, and PhotoBucket.
Polaris stores sensitive data, like personal profile, onntobile

in Polaris using examples. We then discuss how to use pvisitin
Polaris to build core components necessary for today'séattured

device?, but allows Polaris-enabled service providers to host data OSNs in Section 4. Finally, we describe an initial prototyde

specific to their application. Providers implement a comméh
that enables users to connect with friends and share satairde-
spective of each individual user’s choice of providers.oLigh an
application on the mobile device, users can update the# dadl
specify policies that define how providers should sharer tthetia
with other users. Finally, the mobile device can also ackeasir®
storage for data deemed highly sensitive by the user.

Key Benefits. Polaris leverages this architecture to provide
three key benefits. First, Polaris provides improved pyiveam-
pared to current centralized OSNs. Highly sensitive datadeed
only on the mobile device, and access is protected by theiPola
users’ own privacy policies. Less sensitive social dataoistéd
and managed by application-specific providers chosen bysbe
Since typically collocated OSN functions are partitionenoas
multiple distinct providers, the user only exposes a smaitipn

of her data to any one provider. Each user retains contral ove
providers, and can revoke access to any that fail to resgeqiri
vacy policies or provide poor service. This is made posdiyle
standardized APIs that foster a competitive market for coufim
tized OSN services. Second, Polaris preserves the ecorinmic
centives for OSN providers to offer free storage and managed
plications to OSN users. Application providers have acteske
limited data they need for their functionality, and can gatecon-
textual ad revenud,e. ads based on status or photo content. Fi-
nally, Polaris offers each user a flexible choice betweenh ang
privacy. Privacy conscious users can choose to pay provitiet
offer strong securitye.g. via fully encrypted data stores, while
cost-conscious users can opt for free providers that genegs-
enue from data mining and targeted advertising.

Challenges. Running an OSN on mobile devices has several
associated technical challenges stemming from their gnbapd-
width, and connectivity constraints. Hosting a user'srersiet of
social data from their mobile device would afford excellprivacy,
but is not feasible. While these devices have adequate dempu
tional and storage capacity, serving data over the celhéanork
will be slow, and will quickly exhaust the device’s battery.
Instead, the Polaris software on each mobile device actseas t
user’s identity manager, and generates and distributbsidzation
tokens to control data access. While the “primary” copy bflata
is stored on the mobile device, service providers host dataent
to their application and provide the necessary computatimhdata
delivery needs. The user device also serves as a lightweéghing
and lookup service, and gives a user information about adise
choice of service providers, as well as pointers to find thenf's
content on the provider. The standardized Polaris APIsrertbat
friends will be able to access each other’s social conteatt éthey
chose different providers for the same application. Pslarakes
liberal use of caching for static data, further reducing rinzbile
device’s role in ordinary transactions, and improving davail-
ability. Finally, users can choose between multiple prexsdof
the same OSN service.§. photo-hosting) based on performance,
security, or cost. Decoupling different OSN serviceg.(photos,
direct messages, blogs) allows providers to monetize thedata
they have access to, while helping Polaris preserve priggeynst
untrustworthy providers.

!Mobile devices include smartphones, tablets, e-readers,

Polaris for Android phones in Section 5, and conclude iniSe@.

2. ARCHITECTURE

In this section, we present the high level architecture for P
laris, our social network platform designed to improve usam-
trol over their data while providing a viable economic eoniment
for third-party OSN providers. We begin by summarizing exis
ing approaches with similar goals, and use it to set the gbifbe
our work. We then discuss our architecture, highlighting &leal-
lenges to our approach and describing how the Polaris acthie
meets these challenges.

2.1 Existing and Alternative Architectures

The popularity of OSNs and the commensurate rise in privacy
concerns have motivated a number of proposals for disetb@SNs
that do not require users to give up their data to any pasticul
(potentially untrustworthy) provider. Some propose useaintain
their own data, and leverage P2P distributed hash table3 ¢Dtd
store, search, and access data [4, 7]. These DHT-based @&&\s f
the same challenges as all P2P systems, such as maintaatang d
integrity and availability in high-churn, distributed se@gios [3], as
well as the inherent security risks in DHT systems.

Another proposed alternative is to use cloud-based hostng
vices to store social data. In Vis-a-Vis [12], users stor@manage
their data using virtual machines hosted in the cloud, wRie-
sona [2] advocates using Attribute-Based Encryption andgkey
management to securely distribute social data. Contrail il a
mobile device-centric OSN that leverages a store-andéahser-
vice hosted in the cloud to relay encrypted data to and froensus

All of these approaches achieve strong privacy by elimimgati
centralized OSN providers. However, this shifts costs aadage-
ment efforts to end-users, who must now pay the monetang cost
of hosting data on cloud providers. We believe these effamts
unlikely to gain traction, because history has shown thatsiare
often unable or unwilling to take on the efforts or monetawgts of
managing complex systems [5]. In this case, users are nialg li
to remain at existing, centralized OSNs, even if this meansfc-
ing privacy completely.

2.2 Leveraging Mobile Devices

Our primary goal is to create an OSN architecture that imgsov
privacy for OSN users, while maintaining high levels of éadaility
and performance associated with centralized OSNs. Sindeewe
lieve users are unable or unwilling to take on the associedsts,
our approach is to design an architecture that providescaarifi
economic opportunities to motivate OSN providers to playdhata
hosting and management role.

Our insight is to leverage user’s mobile devices as the obntr
center for a distributed OSN platform. Mobile devices sush a
smartphones are an excellent fit for this task for severalomsa
First, mobile devices are ubiquitous, and tightly tied tatean-
dividual. Second, unlike personal computers or laptopshil@o
devices have much higher availability than desktop PCsallyin
devices like smartphones and digital assistants alreadpgespeo-
ple’s social contacts and other sensitive personal infaomamak-
ing the transition to hosting OSNs a natural one.
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Figure 1: The Polaris system. Users select commoditized OSN
providers for different application domains. Users retrieve social data
directly from their friend’s providers. Users on legacy OSNs receive
updates from Polaris via site-specific APIs that bridge thewo OSNSs.

Despite their many advantages, the use of mobile devices as a
OSN platform also presents several challenges:

e Resource Constraints.The high availability of mobile devices
comes with two caveats: limited battery life and a low band-
width network connection. These constraints limit the sind
amount of social data that mobile devices can host.

Data Availability. Energy and bandwidth constraints mean that
some social datae(g. photos) cannot be hosted on the mobile
device. Instead, they must be hosted on highly availabtasnf
tructure with high capacity storage and bandwidth.

Network Restrictions. Mobile devices are not universally ac-
cessible over the Internet: cellular providers routinefg\iall
access to their networks, and force mobile devices to ateess
Internet through proxies. These restrictions complicaiag!
mobile devices as servers for social data.

Device Fallibility. Mobile devices are often broken, lost, or
stolen. Data on the device needs to be backed-up frequently t
facilitate account restoration.

Note that we do not include storage constraints in our listhal-
lenges above. Multimedia social content such as a usertpho
library can grow to GBs in size. However, most modern devices
have expandable storage via multi-gigabyte SD cards. thg®
does become an issue, users can use desktops to providenpetma
backup for content, and erase multimedia files after theg haen
replicated to the provider.

2.3 Commoditizing OSN Services

The four challenges outlined above prevent mobile devicas f
being the sole component in a distributed O&Nmmoditized so-
cial network services can mitigate these issues. Much of the heavy
lifting can be offloaded to third party service providerstthglize
their own solutions for high availabilityi.€. clouds). This helps
mobile devices preserve power so they can provide the ussr in
face and host sensitive data. Since no single provider lesac¢o
all of a user’s data, this minimizes the threat a single plewvcan
pose to privacy. Furthermore, the standardized APIs thktriBo
services must support ensure that a user’s data remairabfmit
the event that any one provider is compromised or violategke
pectations of privacy. Figure 1 depicts the overall Polgystem.

Economic Incentives. We believe that there are ample eco-
nomic incentives for providers to offer OSN services, evahey
are not the center of the Polaris OSN. In Polaris, all APISHIEEP

money the traditional way, by serving contextual ads aloiitty w
hosted content. Services can also sell large scale daiagrand
analysis capabilities, even though they may only host aipec
type of data, and only for a subset of all Polaris users. Evesrnw
user’s identities are anonymous, it is still possible toerstreams
of social data en-mass to perform real-time sentiment apdlpo
ity analysis, producing valuable results and generatingmee.

Creating an open market of commoditized services openswp ne
avenues for competitive revenue generation. Requiringces to
support standardized APIs creates a wide-open playing fizeld
companies to enter the market and compete for customersby in
vating and differentiating their services. One way to de fhifor
providers to offer different tiers of service. For exampephoto
hosting service might offer a basic, free package, but algaia,
premium package that enables hosting of higher resolutiaiges,
more storage space, and advanced online editing tools.

As mentioned above, service providers can also use seeumntty
privacy as a selling point. Providers can offer more segwin-
scious users anonymous, fully-encrypted data storagitifesifor
a fee. This fosters an environment where security consciseass
with higher levels of technical acumen can be catered toifspec
ically, while still allowing them to interact with other, m® cost
conscious users who use less secure commoditized services.

2.4 Distributed Access Control

While commaoditized services address data availabilitygssand
enhance privacy in an economically sustainable way, they ale-
ate an additional challenge for Polaris:

e Distributed Access Control. For social data hosted directly on
the user’s mobile device, controlling access is trivialwewer,
hosting social data across a multitude of distributed sesvi
requires that we develop very reliable distributed accesgal
mechanisms to preserve security and privacy.

To fully leverage commoditized services, users need a,dear
ple, unified way of managing access to their data that is taste
motely. To solve this challenge, the Polaris applicationeach
mobile device can be seen as a security “kernel.” This keaoe
as the sole identity provider for the user, manages accegsoto
lists (ACLs) for the user’s data, and issues authorizatidens to
other users and services. Polaris pushes these policies tsér's
commoditized services via standardized APIs so that they tie
data access rules the user has defined.

Since all security sensitive operations (adding new fréemrdser-
vices, changing privacy settinggtc. ) must serialize through the
kernel on the user device, this allows Polaris to decouptiz han-
agement and enforcement of security policies. The mobiécde
only needs to deal with a minimal number of policy management
tasks that are well within the limits of its battery and baiditv
constraints. Meanwhile, the bulk of the user’s data is stagay
from the kernel of the system by external providers. This ehod
affords Polaris very good performance and security isofati.e.
even if an individual component (mobile device, commoeéitizer-
vice) goes offline, the user’s security policies are unaffegcand
overall data availability remains high.

3. POLARIS BASICS

In order to further clarify the operation of our system, wevrgn
into greater details of some of the basic operations of Bol@hese

REST over SSL, so communications are secure from eavesdrop-descriptions are meant to provide the high-level intuibbhow the

ping. However, there is no requirement for data itself to be e
crypted; this capability is left as an additional featuratthom-
moditized services may offer. This means that services carem

final system will operate, without delving into the exactafies of
APIs and protocols. In Section 5 we provide more concretaildet
of an actual prototype of Polaris.
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Figure 2: Setting up Polaris. (1) Alice creates a profile and signs up
for commoditized services. (2) Alice’s device and the ser negotiate,
then Alice manually confirms the sign-up. (3) Alice’s deviceand her
services can now communicate freely.

First Steps. Figure 2 depicts the initial setup process for Po-
laris. A hypothetical user named Alice installs the Polatient
software on her mobile device and inputs the details of helaso
profile. Polaris automatically generates a unique, cryioigic
identifier for Alice. Alice then selects what commoditizeshsces
she would like to use for things like updating her status;stoher
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Figure 3: Friending a new user. (1) Alice and Bob exchange friend
requests and manually confirm the relationship. (2) Each usesends
updated ACLs to their services. (3) Alice and Bob can now diretly
access each others’services.

The data/SMS communication approach has the advantage of al
leviating the need for proxies to circumvent cellular netefire-
walls. Furthermore, by using the mobile device’s data cotioe
for the majority of data transfer we leverage the fastesheofiv-
ity available to the device while minimizing the use of cp<EMS
messages. In the event that a user is uncomfortable givitidhei

photos.etc. Polaris contacts each service and requests a new usermobile number, they can use a phone number aliasing seikéee |

sign-up. This initiates a negotiation process during whidice’s
identity is verified, and the service informs Alice of itsrtes and
conditions, along with what personal data of hers it needscto
cess in order to function. Alice is free to reject requesshd feels
the service is requesting too many privileges and seledfereint
commoditized service to fill the role. If Alice finds the semiac-
ceptable, she confirms the new account sign-up, and Potatithe
service exchange unique authorization tokens to verify exlcer
in the future. Alice can now interact with the service’s APdad
the service can push notifications to her mobile device.

The list of commoditized services that a user leveragestareds
as part of her social profile by Polaris. When a user’s frieqadsy
her device for profile information they also receive this ¢iEser-
vices. They can use this information to locate the remainéiére
user’s content that is hosted remotely. Users can revokevees
access to their data at any time by deleting its authoriaati&en.
Similarly, services that users only wish to use temporarédp be
issued tokens with a-priori expiration dates.

User Identity and Bootstrapping Communications. Polaris
utilizes two methods for users to uniquely identify therasesl The
first is an OpenID URL, which provides a useful rendezvousipoi
for others wishing to contact the user. This URL can resotve t
a light-weight proxy that maintains a persistent connectmthe
user’s mobile device. Maintaining such a connection iskehji to
significantly affect the device’s battery life. For exampB&oogle
maintains a persistent connection to all Android phoneh waiini-
mal impact on these devices. Proxy indirection is neceshagyto
firewalls that and NATs that impede direct connections to ifteob
devices on cellular networks.

The second method uses the globally unique, routable identi
fiers that are already associated with mobile devices. As ile w
demonstrate in Section 5, it is possible to use a data/SM®qob
to bootstrap traditional network connections to mobileickes. For
example, consider two friends in the Polaris OSN, Alice ant,B
who have exchanged phone numbers. If Alice wants to view8ob’
profile, Alice can send Bob a query over SMS stating her ctaifen
and asking for Bob’s current IP. Bob replies with his curréhtat
which point Alice and Bob can use UDP hole punching techréque
to communicate directly over the Internet.

Google Voice to mask their true number, or rely on an alternat
channel such as e-mail or instant messaging. If the identifiso-
ciated with an alternate channels is compromised it canlgibvg
discarded and replaced without affecting the user’s prjrpaione
number or e-mail account.

Friending and Access Control. Controlling access to infor-
mation stored on users’ mobile devices is insufficient foriegoy
centric OSN: access control must also extend to data hosted b
commoditized services. Part of the standardized API that-co
moditized services must support is the ability for usersptoad
and manage ACLs for data stored on that service. This extheds
privacy protection offered by Polaris from the user’s meliévice
onto remote services as well.

Polaris supports two methods for “friending” other userhie T
first is proximity based: users in direct contact can quickhd
securely trade information using the local area networkiaga-
bilities of their mobile devices. The second method invslagore
traditional, asynchronous friend requests. Friend reguesn be
directed to users via their OpenlD or their phone number,athv
point the request is stored pending acceptance.

Figure 3 shows the process of friending and establishing dis
tributed access controls in Polaris. Alice and Bob bogpsttee
friendship process by sending friend requests to each.oberh
user’s device contacts the other in order to perform idengtifi-
cation, confirm the friendship, exchange authorizatioreisk and
retrieve profile data from the new friend. During this exan
Alice sets the access privileges that Bob has to her datayieed
versa. Once Alice has confirmed the friendship, her devishegs
updated access control policies to her commoditized sesvithis
serves the dual purpose of informing the services she is riends
with Bob, and telling them what social data (if any) Bob i®aled
access to. Bob can then query Alice’s services (which henézhr
about during the initial exchange of profile informationyétrieve
her social data, without having to contact Alice directiylicA is
free to update her access policies at any time, or unfrierttlé®o
tirely by deleting his authorization token from her ACLs.

Because all commoditized services use standardized APIs fo
identity verification and authorization, users are ablectzeas data
hosted on their friend’s services, even if they do not havecaount
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Figure 4: Service composition. (1) Alice updates her ACLs to give
Foursquare write access to Buzz. (2) Updates to Foursquaren now
be forwarded to Buzz.

there. Friends also cache each other’s profile data, whitigates
the impact of mobile devices being unavailable. Users pusfi@
change notifications directly to friends in order to mainteonsis-
tency. The privacy of browsers is protected, since usersottell
when data cached on other’s devices or hosted by third pagie
accessed.

Finding a technological solution to ensure that commoelitiz
services faithfully honor user’s ACLs is an extremely difficchal-
lenge. Instead, we believe that a social solution to thidblera
is more practical. In the event that a commoditized servidks f
to uphold users’ privacy policies, users can simply abanitharm
service and move to a more secure competitor. Users do net hav
this freedom with current OSNs because their friend linksreot
portable to other providers. However, in Polaris this ntigrais
made simple by the fact that the APIs commoditized serviaest m
implement include functions that enable data and frientgdity.
Thus, it is in each service’s best interest not to violate'sigwi-
vacy, as such a breach is sure to be well publicized (probahly
social news-media) and will certainly cause a user exodus.

Service Composition.  In many cases, it is useful for commodi-
tized services to be able to interact directly, without us&rven-
tion. We refer to this aservice composition, and Polaris supports
this functionality. Figure 4 illustrates the process of pasing
commoditized services. Suppose Alice uses a geolocativicee
like Foursquare that is capable of publishing location tgsiao
her status. If Alice wants to use this feature, she can mdufy
ACLs to give Foursquare write access to Buzz on her behatfgus
a new access token. At this point Foursquare can publishtesda
directly to Alice’s status on Buzz without contacting her rile
device. Note that Alice’s personal authorization token tzBand
the token generated for Foursquare are distinct: Alice eanke
Foursquare’s access to Buzz at any time by deleting its taken
pushing the change to Buzz.

4. TOWARDS A FEDERATED OSN

Thus far we have outlined the basic architecture of Poléois,
cusing on how we lay the foundations for an economically fgiab
distributed OSN that leverages commoditized OSN servides.
this section we will examine how to use the basic, primitipera-
tions enabled by Polaris to construct higher level funetlioy that
is necessary for a modern, full-featured OSN.

Search. A key function of OSNs is search, as this is how users
locate their friends. In the absence of centralization itds clear
how to replicate this functionality in a distributed OSN sag0.
Our solution is to treat search as another federated sealioeg-
side standard services like status update and photo hoStotaris
users can register themselves with any centralized seaettat
ries that they choose, along with some portion of their peako
information to enable keyword search. Canonical identfide

users’ OpenlDs and phone numbers are used to bootstrap commuGlobal Reachability.

nications between devices.

In this model, there is ample opportunity for search sesvice
differentiate themselves. Just as Facebook used to beedivido
networks, search services can cater to specific regiong)aies,
schools, culturesgtc. Search services can also implement addi-
tional security features, such as requiring users to veniéyr af-
filiations by providing corporate/edu e-mail addressesgoifying
users region by checking the area code of their phone number o
their GPS coordinates. In this way, a whole ecosystem otkear
services can flourish, each catering to different segmehtbeo
population and offering varying levels of security.

Incremental Deployment.  After the initial deployment of Po-
laris, there will be a transition period during which eartjoaters
migrate, while their friends remain at existing OSNs. Withany
mechanism to support incremental deployment, Polarissusii

be disconnected from friends on other OSNs, which is a signifi
cant barrier to Polaris’ adoption. Fortunately, most éxgsOSNs
have APIs that allow data to be read and written by externa$.ap
The Polaris client can forward updates to, and read updetes, f
friends on legacy OSNs using these APIs. Because Polans onl
leverages official API channels, it is unlikely to run afofikgstem
administrators at existing OSNSs.

Real-time Communication. Polaris leverages a publish/sub-
scribe model to enable push-based, real-time data comationis.
Commoditized services that are expected to publish updatesl-
lowed to view users’ friend lists, thus making it simple tafpem
routing of data. Each user’s mobile device pushes her acogss
trol lists to the user’s service providers. This allows Pisléo sup-
port fine-grained control over dissemination of updateforemg
the data access rules the user has defined. Finally, Palppegs
both forward-direction messagead. new updates) and reverse-
direction onesé€.g. comments, mentions, and likes).

Social Applications. Polaris’ focus on leveraging open APls
means that third-party social applications should haveroabte
interfacing with users and their devices. The same mecmasnis
that Polaris uses to identify other users and authorize cmiirm
tized services can be used to secure interactions with|saqmidi-
cations. With respect to user's privacy, Polaris actuakypdifies
the process of using social applications. Social appboatcan be
thought of as a special case of the normal friending proaessrs
can assign data access control policies to applicatiorsaime way
they can to their friends. Additionally, because users ltaveplete
control of their identity in Polaris, they cannot get optade social
applications without their knowledge or consent.

5. APOLARIS PROTOTYPE

We have implemented a prototype of Polaris as a standard“App
on the Android smartphone platform. Android is a rapidiyvgirgy,
open-source platform for smartphones with 28% of the srhartp
market in the USA [9]. The Android Marketplace allows users t
download and install over 90,000 applications [1]. Andrajpli-
cations are Java based and run on a modified Linux core. Appli-
cations have access to both core Java libraries and Gobgaeidis
for phone specific functions.

Our Polaris prototype uses an SQLite database to store theof
user’s information, including profile fields, friend lis&CLs, and
settings related to the user’s service providers. Accessnaces
is provided by Polaris plug-ins. Our current prototype hiag{ns
supporting Twitter, Google Buzz, and Youtube, as well aslénp
mentations of our custom, Polaris-only APIs.

As mentioned in Section 1, current gen-
eration mobile devices on cellular networks reside behirfidea



wall that blocks incoming connections initiated from Imtet hosts.
This means services running on mobile devices must findnaiter
means to accept incoming requests. Our Polaris prototypeeza
ceive incoming requests over two communications chanigie.
first channel is Android specific: it uses Google push notifces
as a proxy to relay messages to the Polaris application mgrom
a mobile device. If necessary, messages relayed in thisenaan
instruct Polaris to send outgoing HTTP GET requests fortauidil
content associated with the message.

A second, more general solution is to use SMS messaging as th

communication backbone. The Polaris prototype registSM&
broadcast receiver with the Android OS, which triggers wB&tS
messages with a specified prefix arrive. Polaris SMS messages

that they are replaced, broken, or stolen. These featurebea
implemented by expanding the role of the proxy service toesto
encrypted account backups and support multiple devicesgser

Incentivizing Providers. Besides migrating users away from
centralized OSNs, successful adoption of Polaris alsoimes|tos-
tering the growth of multiple providers in each applicatdmmain.
Market forces already create tension between central Ofkis |
Facebook and competing service providers like Zynga gaies.
will encourage and simplify the move away from central OSMs b

ereleasing open-source implementations of Polaris APIevwesl

languages used by web applications.

Application Limitations. Applications that require visibility

tain an action followed by a sequence of parameters. One-exam INto significant portions of the social graph do not work wiell

ple usage of this channel is requesting and accepting newdsi
Polaris notifies the user of incoming friend requests viaraitts
Status Bar notification system, at which point the user caec

distributed OSNs like Polaris. While the lack of a centravpder
might eliminate the need for graph-wide analysis tools ihistill
a limitation of the architecture.

or deny the request. One SMS message is required for sending a

friend request, and one is required for the reply.

Portability. Our prototype’s dependence on Android is specific
to this implementation and not fundamental. Since many agess
are asynchronous and do not require real-time responsesanve
envision replacing them with a web-based polling systenterAb-
tively, users can bootstrap communications by tunnelinguh a
free messaging service such as Gtalk or Skype.

The primary obstacle limiting Polaris’ portability is thpenness
of other mobile OS platforms. While all of the major smartpbo
platforms include push-notification APIs, not all allowrtiparty
applications access to the SMS inbox (iOS being the primeexa
ple). As other new mobile platforms emerge (Windows Phone 7,
ChromeOS) we will evaluate them for suitability as targatforms
for Polaris.

6. LIMITATIONS AND ONGOING WORK

This paper describes first steps in realizing the Polaris OSN
While we have addressed some of the core technical chalienge

several key issues remain the subject of our ongoing work. We

summarize them here and outline plans to address them.

Energy Consumption.  Energy Consumption is a key concern
for all mobile applications. Intuitively, using Polaris @aasmart-
phone is similar in energy usage to using a Facebook readiaris®
will send and receive additional control messages for nyotifac-
cess control lists and friendship links. We are currentparing
for a detailed trace-based event-driven energy consumgtiady
of Polaris components and protocols.

Security and Auditing. From a security perspective, a dis-
tributed OSN architecture significantly increases thechttaurface
and the difficulty of detecting and defending against atacks
ongoing work, Polaris requires a detailed security analgsiwell
as design of carefully placed auditing mechanisms in theerys

Availability and Scalability. Polaris strives to maximize data
availability by caching profiles and hosting social data ome
moditized services. Additional trace-based experimerits be
used to demonstrate the feasibility of our approach to ramint
ing high-availability. Furthermore, these experimentt @amine
potential scalability challenges in Polaris, such as héattgr op-
erations like aggregating news-feeds from distributedcss.

Device Migration. The existing Polaris prototype assumes
that users only have a single, persistent mobile deviceureux-
tensions will accommodate multiple devices per person,ekas
facilitate migrating Polaris accounts between deviceh@edvent
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